Amide I Two-Dimensional Infrared Spectroscopy: Methods for Visualizing the Vibrational Structure of Large Proteins
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ABSTRACT: Network layouts are introduced as a method to visualize couplings between local amide I vibrations in proteins. The method is used to identify groups of strongly coupled oscillators to block-diagonalize the Hamiltonians, considerably reducing the expense associated with computing infrared spectra of large proteins. The quality of linear and nonlinear spectra generated from block-diagonal Hamiltonians is demonstrated by comparison with spectra generated from full Hamiltonian trajectories. A library of six proteins reveals that vibrational couplings within hydrogen-bonded residues in specific secondary structures give rise to the characteristic amide I line shapes whereas other couplings play a minor role. Exciton delocalization analyses indicate that amide I vibrations in proteins remain largely localized to groups of less than ten residues.

INTRODUCTION

Amide I infrared absorption spectroscopy is a simple and effective method to characterize protein secondary structure in solution.1−4 Frequencies, line shapes and intensities, contain a wealth of information related to protein conformation. However, broad peaks and spectral overlap give rise to featureless absorption bands, and obscure much of the structural information. Two-dimensional infrared (2D IR) spectroscopy offers improved structural sensitivity by spreading the spectral information onto two frequency axes to measure vibrational couplings between different modes as well as to separate the static and dynamic spectral disorder of the ensemble.5 Empirical relationships between structure and spectra have been developed in multiple attempts to quantitate secondary structure based on absorption IR spectra, but these attempts met with varying success as the broad bands complicate the structural assignments.6−8 It was recently demonstrated how the additional spectral information derived from 2D IR spectroscopy can be leveraged to develop more accurate assays of protein structure.9 However, thus far, structural analysis has remained relatively crude, largely limited to measuring the percentage of residues in α-helix, β-sheet, β-turn, or unstructured coil conformations. To obtain information beyond bulk secondary structure content, electrostatic frequency maps have gained popularity as a means of connecting infrared spectra with atomistic protein structures, normally derived from molecular dynamics simulations.10−18

The approach involves constructing an excitonic Hamiltonian based on site energies and couplings computed from electrostatic frequency maps combined with next-neighbor q/q′/ψ coupling maps, and dipole–dipole interaction models to capture long-range interactions. Once a Hamiltonian trajectory is generated, nonlinear spectra can be computed by a static ensemble-averaged Liouville pathway sum of the transitions between ground, one, and two-quanta energy levels,19,20 or by numerical integration of the Schrödinger equation (NISE).21,22

Though generating amide I Hamiltonians from molecular dynamics simulations is relatively straightforward, the computational costs associated with converting the Hamiltonian into nonlinear spectra grow rapidly with the size of the system. The number of two-quanta states scales as N(N + 1)/2, the matrix diagonalization step scales as O(N6)23 and the Liouville pathway enumeration scales as O(N8), where N is the number of oscillators. Recent split-operator implementations of the NISE method have reduced the computational scaling to O(N5)24 and O(N4)25 by applying the Trotter approximation. Because of poor computational scaling, 2D IR simulations are presently limited to approximately 120−140 oscillators, and although sufficient for small peptides and protein domains, the computational expense prohibits simulation of larger systems such as protein assemblies, oligomers, or disordered aggregates.

Network graphs reveal the hidden structure of complex systems by providing an intuitive visual map of the relationships between components.26−28 Network methods have been applied to model systems in multiple areas of chemistry, biology and social sciences.29 For example, protein folding is a particularly difficult multidimensional problem that has benefitted from recent Markovian network models to map out the folding landscape and identify metastable states along the protein folding coordinate.30 Other notable applications include the use of networks to describe the fast folding of peptides under structural constraints, and the fluctuating hydrogen bonding structure of liquid water.31,32 Some properties are common to many different networks, such as
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for example, the so-called “small world effect”, which implies that the average distance between two nodes is small compared to the size of the network. Another important property, directly applicable to the analyses described here, is community, namely that nodes form small tightly clustered communities, which are only loosely connected to the rest of the network.

The principal goal of this paper is to develop a general method, based on analyses of network graphs, to identify groups of weakly coupled oscillators. The Hamiltonians are then block-diagonalized into two or more blocks to reduce computational resources required to simulate spectra. The results also serve to explore the sensitivity of linear IR absorption, nonlinear transient IR absorption and 2D IR spectroscopy to the overall architecture of proteins, namely the spatial arrangement of structural elements that define the three-dimensional structure of a small protein or a protein domain. Although demonstrated in the context of amide I vibrations, the method is general and is applicable to any system of coupled modes.

## METHODS

### Molecular Dynamics Simulations.
Molecular structures from the protein databank (PDB) were solvated in a box of SPC/E waters, energy minimized and equilibrated at 300 K and 1 atm using the all-atom OPLS force field. Protein atoms were position-restrained using a harmonic potential. Production simulations were carried out for 500 ps, with 2 fs step and snapshots saved every 1 ps. The GROMACS 3.3.1 package was used for all simulations.

### Excitonic Model and Spectral Simulations.
Amide I modes were modeled as a set of bilinearly coupled oscillators using a Frenkel exciton Hamiltonian of the type

$$
\hat{H} = \sum_{n=1}^{N} \epsilon_n |n \rangle \langle n| + \sum_{m,n=1}^{N} J_{mn} |m \rangle \langle n| \\
+ \sum_{m,n=1}^{N} (\epsilon_m + \epsilon_n - \Delta \epsilon_{mn}) |mn \rangle \langle mn| \\
+ \sum_{m,n=1}^{N} \sum_{j,k=1}^{N} J_{mn,k} |mn \rangle \langle jk|
$$

(1)

where $\epsilon_n$ represent the site frequencies, $J_{mn}$ represent the coupling constants, and $\Delta$ the two-quanta anharmonicity (set to 16 cm$^{-1}$). Site energies and local transition dipole moments were computed from the projection of the electric field and gradients at the C, N, O, H positions of the amide moiety using the electrostatic map of Jansen and Knoester, including the recently developed map for proline residues. Nearest neighbor couplings ($J_{n,n+1}$) were computed using a $\phi/\psi$ map derived from ab initio calculations, and through-space coupling constants were calculated using the transition charge coupling (TCC) model. Two-quantum transition dipoles were generated by harmonic scaling of the one-quantum dipoles. Absorption spectra were computed in the static ensemble as

$$
I(\omega) = \langle \frac{1}{N} \sum_{k=1}^{N} \bar{\mu}_k \bar{\mu}_k^\dagger (\omega - \omega_k) \rangle
$$

(2)
where $\omega_i$ and $\mu_k$ represent the normal-mode frequencies and transition dipoles of the one-quantum Hamiltonian respectively. Spectra were convolved with a 5 cm$^{-1}$ full-width-at-half-maximum (fwhm) Lorentzian function.

Rephasing (R) and nonrephasing (NR) 2D IR spectra were computed as

$$S_{\text{R}}(\omega_1, \omega_2) \propto \sum_{i=1}^{N} \delta(\omega_1 + \omega_2) \left\langle \left( \mu_i^{(a)} \mu_k^{(b)} \mu_k^{(a)} \mu_k^{(b)} \right) \right\rangle$$

$$+ \left\langle \left( \mu_i^{(a)} \mu_k^{(b)} \mu_k^{(a)} \mu_k^{(b)} \right) \right\rangle \delta(\omega_1 - \omega_2) - \sum_{i=1}^{N} \langle \mu_i^{(a)} \mu_k^{(b)} \mu_k^{(a)} \mu_k^{(b)} \rangle \delta(\omega_1 - \omega_2) \right\rangle$$

$$= \sum_{i=1}^{N} \langle \mu_i^{(a)} \mu_k^{(b)} \mu_k^{(a)} \mu_k^{(b)} \rangle \sum_{i=1}^{N} \langle \mu_i^{(a)} \mu_k^{(b)} \mu_k^{(a)} \mu_k^{(b)} \rangle$$

(3)

where $\omega_i$ and $\omega_2$ represent the excitation and detection frequencies, respectively, and $\mu_i^{(a)} \mu_k^{(b)} \mu_k^{(a)} \mu_k^{(b)}$ are the lab-frame transition dipole moment components. Summation indices $a$ and $b$ run over one-quantum states, whereas index $c$ represents two-quantum states. Orientational contributions to the response functions were computed for an isotropic ensemble.\(^3^8\) The perpendicular polarization geometry ($ZYYY$) was used to enhance cross peaks. Rephasing and nonrephasing contributions were convolved with 5 cm$^{-1}$ fwhm two-dimensional Lorentzian functions. Dispersed pump–probe (DPP) spectra were computed by projecting absorptive 2D IR spectra onto the detection axis ($\omega_i$).

**Network Model.** Network graphs, shown in Figure 1, provide an intuitive means of visualizing Hamiltonian matrices.\(^2^9\) Oscillators are represented as nodes, and the coupling constants represented by the thickness or weight of the connecting edges. To generate the network, we computed an ensemble-averaged coupling matrix using the pairwise inverse participation ratio (IPR) as a measure of coupling.\(^3^0\) Within the models described here, we found that the pairwise IPR is well correlated with the strength of the coupling constants.

Graph layouts were optimized using the ForceAtlas algorithm as implemented in Gephi 0.8.1.\(^3^1\) Similar to molecular dynamics, the ForceAtlas method represents the graph as a system of masses (nodes) connected by springs (edges). The force constants are proportional to the weight of the edges, which are in turn proportional to the RMS coupling constants. An arbitrary repulsion term is generally added to prevent node overlap. The graph layout is then optimized by minimizing the

"energy" of the system given the balance between attraction and repulsion forces. Layouts are not unique, but the nodes are similarly grouped starting from random initial configurations.

Once the layout is generated, the nodes are partitioned into two or more groups such that the number and weight of edges between different groups is minimized. In this work, we partitioned the Hamiltonian by visually inspecting the graph layout and grouping nodes into two or more subsets. The sub-Hamiltonians were then treated independently for the spectral simulations, and individual spectra were simply summed together to generate the final spectrum. For ease of visualization, network plots exclude couplings smaller than 2 cm$^{-1}$, though all coupling constants within each block were included in the spectral simulations.

**Protein Set.** The set of proteins was selected from the PDB such that the following criteria were satisfied: (1) The two main secondary structures (α-helices and β-sheets) are represented in the set. (2) Proteins are smaller than 120 residues, yet contain at least two structures: helix–helix, helix–sheet, and sheet–sheet, with the exception of the β-barrel protein 1RBP. (3) Structures are derived from high-resolution (<2 Å) X-ray diffraction data. (4) Structures do not contain any metal centers or cofactors. Table 1 shows the set of proteins selected for analysis, and corresponding structures are shown in Figure 1. In addition, the protein set was selected such that different secondary structure motifs were represented: β-barrel (1RBP), tightly packed α-helices (2Y6X) two loosely packed α-helices (3MXZ), α-helix and mixed parallel/antiparallel β-sheets (1UBQ), two antiparallel β-sheets (3GBL), α-helix and antiparallel β-sheet (4INS).

**Vibrational Delocalization.** To gain an understanding of how the network models affect the character of the excitonic states in the proteins, we examine the degree of exciton delocalization. The inverse participation ratio, or delocalization length, expressed as\(^3^9\)

$$P_{\alpha} = \left( \sum_{i=1}^{N} p_{\alpha i}^2 \right)^{-1}$$

(4)

describes the number of oscillators that contribute to the eigenstate $\alpha$, where $p_{\alpha i}$ represents the contribution (population) of $i$th oscillator to the eigenstate. The value of $P$ ranges from one for a localized state to $N$ for a fully delocalized state. We also define a network inverse participation ratio as

$$P_{\alpha} = \left( \sum_{i=1}^{N} p_{\alpha i}^2 \right)^{-1}$$

(5)
where the inner summation involves oscillators belonging to a specific section \((S)\) of the network and thus can be interpreted as an effective population of that section, and the outer summation runs over the sections of the network. Similarly, the value of \(\hat{P}_r\) ranges from one to the number of sections in the network.

**DISCUSSION**

Network graphs for the six proteins analyzed here are shown in Figure 1. It is worth pointing out the following observations: First, the layouts of the network graphs mirror the three-dimensional structures of the proteins. For example, \(\alpha\)-helices show strong coupling between \(N\) and \(N + 3\) pairs, and coupling patterns in \(\beta\)-sheets generally reflect the hydrogen bonding contacts between strands. Second, the network graphs also show that nearest-neighbor \((N, N + 1)\) couplings are relatively weak. Third, through-space couplings between different secondary structures are weak, as evidenced by the lack of edges connecting nodes within different secondary structures. Finally, the network layouts provide an intuitive, albeit not unique, way of block-diagonalizing the Hamiltonian such that the smallest number of edges is disrupted. Not surprisingly, the Hamiltonian breakups tend to align with the secondary structure of the protein, suggesting that in most cases simple inspection of the protein structure may be sufficient to determine a suitable partitioning scheme. However, the networks can be helpful in cases where it is not clear how to break up the Hamiltonian a priori, such as in the case of the \(\beta\)-barrel protein 1RBP.

Simulated amide I absorption spectra are shown Figure 2. Primarily \(\alpha\)-helical proteins (2Y6X, 3MXZ) exhibit two peaks centered around 1640–1660 cm\(^{-1}\), whereas \(\beta\)-sheets exhibit two bands centered near 1640 and 1670 cm\(^{-1}\), which correspond to vibrational states with transition dipole moments perpendicular and parallel to the \(\beta\)-strands respectively.

Absorption, dispersed pump-probe, and 2D IR spectra (Figures 2, 3, and 4, respectively) simulated using the network analysis approach are virtually identical to spectra simulated with the full Hamiltonians, suggesting that there is little structural information contained in the weak coupling constants between different secondary structures. In other words, the peak positions, line widths, and intensities of the peaks are determined predominantly by the strong coupling constants between near neighbors and hydrogen-bonded residue pairs. The results can be partially explained by the fact that site energy fluctuations are large relative to the coupling constants neglected in the block-diagonalization. The site disorder tends to localize the excitons to groups of \(\sim 6\) oscillators (see below), suggesting that it is improbable for an exciton to delocalize over multiple sections of the network. These results indicate that amide I spectroscopy is in general not sensitive to the spatial arrangement of secondary structures.

The best agreement between the full-Hamiltonian and network spectra is observed for \(\alpha\)-helical proteins, such as 3MXZ. These results likely reflect the fact that steric interactions between side chains prevent helices from coupling strongly. Despite being a purely \(\alpha\)-helical protein, the differences for 2Y6X are more pronounced than for 3MXZ; this is in part a result of block-diagonalization into four subspaces. Recently, Barth and co-workers\(^{44}\) pointed out that helix–helix coupling leads to additional spectral shifts in helical multimers, usually found in membrane proteins. Therefore, the methods presented here require further validation in the case of membrane proteins.

**VIBRATIONAL FREQUENCY DISORDER AND DELocalIZATION**

The inverse participation ratio (eq 4) provides a measure of the delocalization length of the excitons. Large site frequency disorder, relative to the coupling constants, tends to localize the excitons. Figure 5 shows the average inverse participation ratio as a function of frequency. States in the low or high frequency
regions (<1620, >1700 cm⁻¹) are localized to approximately 2–4 oscillators whereas states in the center of the band are more delocalized, spanning a space composed of 6–8 oscillators. This observed delocalization length is approximately the same number of residues as a small secondary structure motif, suggesting that excitations are localized to individual hydrogen-bonded structures (i.e., α-helix or β-sheet).

Dynamic site fluctuations, not captured by our model, in the high-disorder limit can lead to narrower effective site energy distributions, inducing additional delocalization, whereas in low-disorder systems, dynamics can localize states. Because the static analysis reveals that states are relatively localized, here we only explore the effects of dynamic delocalization. The site frequency-frequency time correlation function decays to about half of its initial value within the first 150 fs.¹⁹ To simulate the effect of dynamic delocalization within our static model, we applied a five-frame moving-window average to the site energy trajectories (1 ps/frame sampling rate). The window function reduces the site energy distribution by approximately a factor of 2, whereas the inverse participation ratio only increases by approximately 1–1.5 oscillators. These results suggest that fast fluctuations are not an important contribution to exciton delocalization in these systems.

The present models indicate that large site disorder leads to localized states, providing additional insight into why block-diagonalizing the amide I Hamiltonian has little effect on the computed spectra. The plots also show that, even for the most delocalized states, the delocalization length is significantly smaller than the number of oscillators in each network subspace, indicating that excitons are largely localized to single secondary structures. Consequently, the length and frequencies of the excitons remain relatively unperturbed upon block-diagonalization of the Hamiltonian. Root-mean-squared network inverse participation ratios (Table 2) range from one to the number of sections in the network: two sections for all proteins in the set except for 2Y6X where the Hamiltonian is divided into four sections. The values show that, on average, the excitons are mostly localized to one of the subspaces only ~25% of the exciton is delocalized over two sections. This number is larger for 2Y6X where the size of the network sections is smaller (~27 oscillators) compared to the other
proteins in the set. The results suggest that smaller values of the network inverse participation ratio will produce spectra which are in better agreement with the full Hamiltonian spectra. Because the network inverse participation ratio can be generated at little computational expense, the analysis may be used in conjunction with optimization algorithms to determine the optimal partitioning of the Hamiltonian.

CONCLUSIONS AND SUMMARY

We have presented a new approach to block-diagonalizing Hamiltonian trajectories through a network analysis to identify groups of strongly coupled residues. The excellent agreement observed between the full Hamiltonian and network analysis spectra suggest that amide I 2D IR spectra are relatively unaffected by couplings between secondary structures of intra- or intermolecular nature such as in the insulin dimer (4INS). The results indicate that, to within a good approximation, spectra of globular proteins can be represented as linear combinations of secondary-structure component spectra. Finally, the network analysis approach presented here provides an intuitive and practical way to reduce the computational expense of amide I spectral simulations in proteins. Although the selection of the Hamiltonian blocks was done manually, the procedure can be automated using a combination of network community detection algorithms\(^6\) combined with nonlinear optimization algorithms.

In closing, we emphasize that the analyses presented here remain solely a result of theoretical modeling. Importantly, electrostatic maps, which have only been tested and benchmarked on systems consisting of a few amino acids, may not accurately describe amide I vibrations in proteins. Though the models qualitatively reproduce experimental spectra, the model predictions on delocalization length and couplings between secondary structures are difficult to test experimentally. We believe that multidimensional spectroscopy, combined with isotope labeling will provide additional spectral information on amide I vibrations that will enable further refinement of the vibrational models.
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