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ABSTRACT: We present an approach for parametrizing spectroscopic maps of
carbonyl groups against experimental IR absorption spectra. The model correlates
electric fields sampled from molecular dynamics simulations with vibrational
frequencies and line shapes in different solvents. We perform an exhaustive search of
parameter combinations and optimize the parameter values for the ester carbonyl
stretching mode in ethyl acetate by comparing to experimental FTIR spectra of the
small molecule in eight different solvents of varying polarities. Hydrogen-bonding
solvents require that the peaks are fit independently for each hydrogen bond
ensemble to compensate for improper sampling in molecular dynamics simulations.
Spectra simulated using the optimized electrostatic map reproduce CO IR
absorption spectra of ethyl acetate with a line center RMSD error of 4.9 cm−1 over
12 different solvents whose measured line centers span a 45 cm−1 range. In
combination with molecular dynamics simulations, this spectroscopic map will be
useful in interpreting spectra of ester groups in heterogeneous environments such as
lipid membranes.

1. BACKGROUND

Carbonyl stretching modes are useful probes of molecular
dynamics due to their large oscillator strengths and sensitivity
to solvent environments. The local backbone amide I modes in
proteins, which consist primarily of CO stretching and N−H
bending motions, are used extensively as reporters of protein
secondary structure, backbone disorder, and folding.2−5

Carbonyls are also present in countless other biological
molecules, including DNA and lipids. However, carbonyl
vibrations other than the amide I modes remain underutilized
as probes of structure and dynamics in biological systems. This
can be attributed to multiple factors: (1) In the 1950s, a
relation was discovered between protein structure and amide I
absorption spectra. This work drove the early development and
subsequent widespread use of IR spectroscopy for structural
analysis.6−12 (2) In turn, spectroscopic models that facilitate the
interpretation of amide I spectra were extensively developed.
Models for similar carbonyl stretches in ketones, acetyls,
aldehydes, and esters remain comparatively undeveloped.3,13−26

(3) With some exceptions, the protein backbone represents a
uniform array of oscillators with one-to-one correspondence
between oscillators and protein residues. Backbone CO
stretches are vibrationally coupled and form delocalized modes
that reflect the underlying arrangement of the oscillators,
namely the protein structure.3,27−29

Ester carbonyl stretches in lipid bilayers show substantial
spectral changes with respect to composition and local lipid
order, but interpretation of spectra has thus far been largely
phenomenological.30−35 Unlike proteins, lipid membranes
encompass multiple environments, varying compositions, and
rapidly changing molecular orientations. These attributes
complicate the interpretation of experiments.36−40 However,

ester carbonyls are of special importance for understanding the
cell membrane interface since they are located within the
nanometer thick boundary region between solvated, polar lipid
heads and aliphatic lipid tails.41 Theoretical models are needed
to aid in interpreting IR spectra of these complex environments.
In this paper, we report the development of an empirical
approach for parametrizing electrostatic models using exper-
imental IR absorption spectra of ethyl acetate in a range of
solvents.
Electrostatic frequency maps are useful for modeling the

amide I bands of proteins and providing a connection between
molecular structure and IR spectra. These tools facilitate the
interpretation of linear and nonlinear IR line shapes in terms of
molecular conformations.5,42−45 The theoretical basis for this
approach relies on the modulation of transition frequencies by
changes in the underlying potential energy surface along the
vibrational coordinate. Thus, frequency fluctuations largely
depend on the forces exerted on the oscillator by the bath.
Since the origin of these forces is primarily electrostatic in polar
environments, frequency fluctuations are correlated with the
electrostatic environment around an oscillator. More formally,
the instantaneous frequency of an oscillator can be expressed as
a linear combination of the electrostatic parameters at different
positions. Atomic positions are usually used for simplicity:
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where Φn represents the electrostatic potential at a specific site
and ω0 is the zero-field frequency. We express the electric fields
and gradients as first and second partial derivatives of the
potential to emphasize that these terms are interdependent.
Coefficients Cn

Φ, Cn,i
F , and Cn,i

G represent the map parameters for
the electrostatic potential Φ, electric field F, and gradients G,
respectively. Each site supports up to ten parameters. In short,
the above equation converts the electrostatic environment
around an oscillator into a vibrational frequency shift.
Frequency trajectories and their derived IR spectra are typically
obtained from molecular dynamics simulations as described
below.

2. EXPERIMENTAL METHODS AND THEORETICAL
MODELS
2.1. Selection of Solute and Solvents. Ethyl acetate

(Figure 1) was selected as our ester probe. It is soluble in a

wide range of solvents and cannot interact with itself through
hydrogen bonding as it does not donate hydrogen bonds.46 Our
selection of solvent was guided by the following criteria: (1)
Solvents must be commonly used in chemistry and biology and
must be liquid at room temperature. (2) Solvents must not
contain CO groups which would spectrally overlap with our
probe molecule. (3) Ethyl acetate, the probe, must be able to
sample a range of hydrogen-bonding environments. (4)
Solvents must emulate the range of polarities encountered in
biological samples. Alkanes are poorly modeled by the
electrostatic approach we use and are excluded from the set.
Table 1 lists the solvents used in this study along with their
polarities. Solvents were selected to sample a wide variety of
polarities, with more focus on the polar end of the spectrum.
2.2. Experimental FTIR: Data Collection and Fitting.

Solutions of ethyl acetate (Sigma, 99.8%, anhydrous) at 20 mg/
mL concentration were prepared in diethyl ether (Fisher,
99.9%, anhydrous), tetrahydrofuran (Fisher, 99.9%), DMSO

(Fisher, 99.9%), acetonitrile (Fisher, 99.9%), methanol (Sigma,
99.8%, anhydrous), ethanol (Sigma, 99.5%), hexanol (Sigma,
98%), and D2O (Cambridge Isotopes, 99.8%). Solvents were
dried over 3-Å-pore-size molecular sieves for 12 h before use.
Spectra were collected at 2 cm−1 resolution on a Bruker

Vertex 70 FTIR spectrometer equipped with a DTGS detector.
A 50−100 μL volume of each solution was placed between two
CaF2 windows separated by a 50 μm PTFE spacer and secured
within a sample cell.
Experimental IR absorption spectra (Figure 2) were fit to

profiles defined by either 1, 2, or 3 Lorentzian line shapes using

the curve-fitting tool provided by the MATLAB R2015b
package. The multiple peaks observed in hydrogen-bonding
solvents are attributed to ensembles containing different
numbers of hydrogen bonds to the terminal CO oxygen
atom.47 Experimental fit parameters including center frequen-
cies, line widths, and hydrogen bond ensemble populations are
provided in sections S1 and S2 of the Supporting Information.

2.3. MD Simulations and Electrostatic Calculations.
MD simulations were carried out using the generalized Amber
force field (GAFF).48,49 GAFF topologies for solvent and solute
molecules were generated using the Amber 12 tools package.
The topologies were converted to GROMACS format and used
for all subsequent simulations. A 4 nm cubic solvent box was

Figure 1.Molecular structure of ethyl acetate along with the molecular
coordinate system used here. The z-axis points into the paper. Atoms
used as sites for the electrostatic map are indicated in orange. The
terminal and bridging oxygen atoms are labeled OT and OB,
respectively.

Table 1. List of Solvents Used for Constructing the
Electrostatic Mapsa

solvent polarity solvent polarity

diethyl ether 0.12 hexanol 0.55
tetrahydrofuran (THF) 0.21 ethanol 0.65
dimethyl sulfoxide (DMSO) 0.44 methanol 0.76
acetonitrile 0.46 deuterium oxide (D2O) 0.99

aPolarity values are from Reichard’s normalized solvatochromic scale.1

Figure 2. Experimental IR spectra (gray) of ethyl acetate in the eight
solvents used to construct the map. The Lorentzian fits are shown as
black curves. The component Lorentzian functions (blue, red, green)
are shown for 0, 1, and 2 hydrogen bond ensembles in protic solvents.
The second-derivative spectrum (blue curves) d2I(ω)/dω2 is shown
along with the second derivative of the fits (red curves) underneath
each spectrum.
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first equilibrated for 200 ps in an NVT ensemble followed by a
2 ns equilibration in an NPT ensemble. The solute was then
inserted into the equilibrated box and further equilibrated for 1
ns. Bonds were constrained using the LINCS algorithm in all
simulations. Long-range electrostatics were treated using
particle mesh Ewald summations. Production trajectories
were run for 10 ns (2 fs steps) in an NPT ensemble at 300
K and 1 atm using the Berendsen thermostat.50 Snapshots were
stored every 20 fs for analysis. All MD simulations were carried
out using the GROMACS 4.5.3 package.51

Electrostatic potentials, fields, and gradients were computed
at the OT, C, and OB atomic positions (Figure 1) of the ester
molecule using the assigned GAFF atomic charges. Contribu-
tions from all atoms in the 4 nm box are included without
cutoffs, except contributions from the two carbon atoms
covalently bonded to the ester group, which were excluded
from the electrostatic calculations.
2.4. Spectral Simulations. Once a frequency trajectory,

ω(t), was obtained, the linear absorption spectrum was
computed using the following optical response function:52
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The angled brackets indicate an average over the ensemble, and
ωR is an arbitrary rotating-frame frequency typically selected to
coincide with the average frequency of the trajectory. Here, the
initial 10 ns trajectories were subdivided into 500 partially
overlapping 100 ps subtrajectories. The absorption spectrum
A(ω) is analogous to a rotating-frame single-sided Fourier
transform of U(τ). T1 is an ad-hoc term that represents
broadening due to population relaxation and was set to 1.5 ps
for all simulations described here.15,47,52

2.5. Map Coefficient Optimization Procedure. The fit
was performed by directly minimizing the least-squares
differences between simulated spectra and normalized IR
absorption spectra, except for the three alcohols. In the case
of the alcohols, each hydrogen-bond (HB) ensemble was fit
independently to the Lorentzian fits of the FTIR spectra
(Figure 2 and Table S2). D2O was fit directly to the
experimental spectrum, but the MD trajectory was reweighted
to reflect the correct number of 1 and 2 HB ensembles. This is
due to the fact that the uncertainties in the Lorentzian line
widths are larger in D2O compared to other solvents (Table
S2). The global parameter optimization requires generating a
total of 12 individual spectra for each coefficient evaluation
within the optimization routine.
We used a genetic algorithm (GA) to sample the parameter

space and find the optimum starting point for direct
optimization. The initial GA population was set to 50
individuals, the elite count set to 3, and the number of
generations set to 20. The GA was run 50 consecutive times
starting from random initial populations. Once the initial GA
optimization was complete, the best scoring parameter values
were used as input for a direct, unconstrained, quasi-Newton
minimization. Optimization algorithms were used as imple-
mented in the MATLAB R2015a package. Computational costs
can be reduced by performing the GA optimization using
average frequencies instead of the overall spectrum. In

experimental spectra, these correspond to the center of the
Lorentzian bands. Finally, the least-squares minimization was
carried out on full IR spectra, as outlined above, in order to take
into account the peak centers and line widths. This hybrid
approach reduces the computational cost and enabled us to
quickly screen the full parameter space, thus increasing the
likelihood that the unconstrained optimization converges to a
global minimum.

2.6. Exhaustive Search of Parameter Combinations.
We discarded any potentials and gradients and restricted our
optimizations to include only electric fields. Three electric field
parameters per atom gives a total of nine electrostatic
parameters for the molecule (three atoms of interest, see
Figure 1). Out of the nine parameters, we selected a subset of
six parameters. The reduced parameter dimensionality avoids
overfitting the experimental data. Overfitting can result in an
unwanted dependence of the frequency upon the spatial
configuration of the solvent atoms, which is analogous to fitting
noisy data to high-order polynomials. Instead, the map must
produce frequencies that vary smoothly with respect to the
solvent coordinates. Figure 9 shows that the six-parameter map
produces a smooth spatial dependence of the frequency even
with the higher number of parameters (see section 3.3).
Our goal is to find parameter combinations that best

reproduce the experimental data. The total number of six-
parameter combinations is 84 (9 choose 6). We performed an
exhaustive search of all combinations using the fitting
procedure outlined above. A full GA search plus direct
minimization routine was performed for each combination.
We only took into account combinations excluding electrostatic
potentials since these parameters are interdependent. For
instance, the difference between the electrostatic potentials at
the C and OT atoms is highly correlated with the field along the
CO bond direction since it is similar to computing a
numerical derivative of the field along the bond coordinate. To
assess the interdependence of the parameters, we computed the
Pearson cross-correlation values for the electrostatic parameters
using values sampled from the MD trajectories (Figure 3). The
figure shows that the potentials at the three atomic positions
are well-correlated, with coefficients of approximately 0.6−0.8.
Given charge-neutrality considerations, potential coefficients
must sum to zero and therefore must be included in pairs. Since

Figure 3. Correlation coefficient matrix between electrostatic
parameters for different atoms in ethyl acetate. These parameters are
computed using the electrostatic environments sampled from the MD
simulations described above. The coefficient values are averaged over
all eight solvents.
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the correlation between these terms is high, including two
potentials on different atoms with opposite signs is equivalent
to including one additional field parameter. We thus excluded
potentials from the map. Correlations between electric field
components range from approximately −0.4 to +0.4, indicating
that the parameters are sufficiently independent.
The best-fit parameter combination from the exhaustive

search was found to be

ω ω= +
∂Φ

∂
+

∂Φ
∂

+
∂Φ
∂

+
∂Φ
∂

+
∂Φ
∂

+
∂Φ

∂

C
x

C
y

C
x

C
y

C
z

C
y

x
F

y
F

x
F C

y
F C

z
F C

y
F

0 O ,
O

O ,
O

C,

C, C, O ,
O

T

T

T

T

B

B

(4)

where subscripts and superscripts indicate the atomic position
at which the potential or field is computed and the projection
coordinates, respectively. The center frequency, ω0, is also
included as a parameter in the fitting routine. The best-fit values
are given in Table 2.

3. RESULTS AND DISCUSSION
Equation 4 shows the final set of coefficients from the
optimized map. Out of the six electric field coefficients, five lie
in the plane of the molecule. One component (CC,z

F ) lies
perpendicular to the plane. The five in-plane components
reflect the fact that the transition dipole moment also lies in the
plane of the molecule at approximately 11.5° with respect to
the CO bond axis.53 We observe that five of the parameters
involve fields at the C and OT sites, reflecting the fact that the
frequency is most sensitive to the electrostatics near the π-
conjugated CO bond and less sensitive to parameters near
OB. Since the molecule is symmetric, we expect the component
perpendicular to the plane of the molecule to be zero. A charge
above or below the plane of the molecule should induce the
same shift, but electric fields are inherently directional. While
this term is smaller than four of the six parameters, it is not
zero, which could be due to an artifact in the fit. To account for
symmetric shifts induced by charges above or below the plane
of the molecule, electric field squared parameters should be
included. However, this further increases the combination of
possible parameters and may introduce additional artifacts.
Finally, it is important to note that ω0 the “zero-field” frequency
is 1745 cm−1 (Table 2), approximately 5 cm−1 lower than the
frequency of ethyl acetate in n-hexane a nonpolar solvent and
lower than the 1764 cm−1 frequency in the gas phase. This shift
is likely due to van der Waals and polarizability effects that are
not captured by the electrostatic map. Thus, the “zero-field”
frequency should not be considered a vacuum frequency.
3.1. Electrostatic Map Performance: Comparison of

Simulations with Experiments. Figure 4 shows experimental
and simulated spectra of ethyl acetate in different solvents.
Spectra in alcohols and D2O exhibit multiple peaks. In alcohols,
the individual peaks, from high to low frequency, correspond to

ensembles with 0, 1, and 2 HB between the OT and solvent O−
H. In D2O, the spectrum is fit directly to experiment due to
uncertainties in the Lorentzian fit parameters (see Table S2).47

Alcohol spectra are fit independently by splitting the MD
trajectories into multiple subtrajectories, each corresponding to
a different HB ensemble. This approach sidesteps an important
shortcoming of the GAFF force field: its failure to capture the
underlying thermodynamics of hydrogen bonding (see section
S1 in the Supporting Information).
Overall agreement between experiment and simulations is

very good, particularly given the simplicity and computational
efficiency of the electrostatic models. The models qualitatively
capture the peak frequencies in all eight solvents as well as the
effects of hydrogen bonding in alcohols. Spectra in low-polarity
solvents such as diethyl ether are particularly well reproduced
by the map.
Experimental and computed spectra in low-polarity solvents

are in excellent agreement, but a blue-shift of approximately 3−
5 cm−1 is observed in the two polar aprotic solvents, DMSO
and acetonitrile. The comparison suggests that the GAFF force
fields may underestimate the atomic charges for these solvents,
which are characterized by multiple bonds between polar atoms
(e.g., SO in DMSO or CN in acetonitrile). Such double
bonds are not present in ethyl ether or tetrahydrofuran. These
effects could be further explored with ab initio electronic
structure calculations to test how the electrostatic potential
computed from GAFF charges differs from the full QM
potential for polar solvent molecules containing double or triple
bonds.
Experimental and simulated spectra for the three alcohols are

in good agreement. The experimental shift of approximately 17

Table 2. Optimized Electrostatic Parameters for Ethyl
Acetatea

ω0 COT,x
F COT,y

F CC,x
F CC,y

F CC,z
F COB,y

F

1745.0 1154.6 −1964.2 1967.6 −640.4 −835.4 −2776.0
aThe center frequency, ω0, is in units of cm−1 and field in cm−1/(Eh/
A0e), where Eh denotes hartrees, e is the elementary charge, and A0 is
the Bohr radius. Figure 4. Experimental (dashed) and simulated (solid) linear

absorption spectra of ethyl acetate carbonyl stretches in the eight
reference solvents. Hydrogen-bonding solvents were split into 0, 1, and
2 hydrogen bond ensembles. All spectra are normalized to their area.
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cm−1 per HB is semiquantitatively reproduced by our model.
We observe that agreement is best for the 1 and 2 HB cases.
This can be attributed to the fact that electric fields dominate in
the 1 and 2 HB cases, whereas van der Waals interactions
which are not captured by the modelcan contribute
significantly to line broadening in the 0 HB case. In D2O, the
simulated spectrum remains significantly blue-shifted with
respect to experiment. This could be due to strong hydrogen-
bonding effects that are not captured by the simulations. It is
important to note that simulations were carried out in H2O
whereas experimental spectra were measured in D2O since the
CO stretch spectrally overlaps with water’s O−H bend. We
performed simulations in D2O and found that both spectra and
hydrogen bond populations show virtually no difference
compared to H2O, confirming that the slight change in mass
has negligible effects on the fast dynamics of water. Finally, part
of the line narrowing observed in the simulations can be
attributed to a shorter vibrational lifetime compared to
nonpolar solvents.47 In our simulation, the lifetime is fixed at
1.5 ps for all solvents. Thus, solvent-dependent lifetime effects
are not captured.
Figure 5 shows a comparison between simulated and

experimental absorption spectra for the three alcohols. Spectra

are computed by weighting each individual HB ensemble
spectrum (Figure 4) by its experimentally determined
population (Table S1). Qualitatively, the three peaks in the
spectrum are reproduced by the simulation. However, the three
HB peaks are not as clearly defined as they are in the
experiment. This is a result of the simulated line shapes being
3−6 cm−1 (full width at half-maximum) broader than their
experimental counterparts (see Table S3).
To assess the quality of the map and test its transferability,

Figure 6 shows a comparison of spectra in solvents that were
not part of the initial map development set: butanol,

isopropanol, dioxane, and diethylene glycol. Simulated spectra
are in good agreement with experimental spectra in these
solvents, which is comparable to the agreement between
simulation and experiment for the eight solvents in the initial
map development set (Figure 4). The relative frequencies of
each hydrogen-bond population are well reproduced for the
alcohols. The broadness of the 1 HB peak in diethylene glycol,
which is not observed in the other alcohols, is also well
reproduced by the map. Spectra in dioxane are also in good
agreement, indicating that the map is transferable between
polar solvents and should be able to qualitatively reproduce
spectra in most polar protic and aprotic solvents.
Figure 7 shows a comparison of the center frequencies for

the experimental and calculated spectra used in map develop-
ment and assessment. The plot shows an excellent correlation

Figure 5. Experimental (dashed) and simulated (solid) linear
absorption spectra of ethyl acetate in the three different alcohols. To
make a direct comparison with experiment, simulated spectra for
different hydrogen bond ensembles (Figure 4) are weighted by the
hydrogen bond populations extracted from experiment (Table S1).

Figure 6. Experimental (dashed) and simulated (solid) linear
absorption spectra of ethyl acetate in four solvents that were not
part of the map development set. The performance of the map in these
cases is comparable to its performance for members of map
development set.

Figure 7. Comparison between computed and experimental CO
center frequencies and line widths in all solvents. Solvents used to
parametrize the map are indicated in blue and solvents used to
evaluate the map performance are shown in red. The solvents are
labeled Ether = diethyl ether, THF = tetrahydrofuran, MeCN =
acetonitrile, HexOH = hexanol, EtOH = ethanol, MeOH = methanol,
BuOH = butanol, IPA = isopropanol, and DEG = diethylene glycol.
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between calculated and measured line centers for solvents that
were used to parametrize the map as well as separate solvents
used to assess the quality of the map. The root-mean-squared
deviations between calculated and experimental center
frequencies is 4.9 cm−1, suggesting this is the approximate
error that should be expected when using this map. It is worth
noting that this error is approximately a third of the ∼17 cm−1

per hydrogen bond shift that we observe for the alcohols
(Table S2). In addition to enabling interpretation of
experimental spectra in terms of hydrogen-bonding environ-
ments, we expect the map to distinguish frequency shifts
induced by changes in environment polarity.
3.2. Frequency−Frequency Correlation Functions

(FFCFs). Figure 8 shows the frequency−frequency time

correlation functions (FFCFs) plotted for individual HB
populations. A fast (<200) fs initial decay and a slower
relaxation component are observed. Interestingly, the fre-
quency−frequency correlation functions appear to change only
slightly with respect to the number of hydrogen bonds for the
three alcohols and D2O, indicating that the time scales of fast
fluctuations are comparable across HB ensembles.
3.3. Frequency Shifts and Electrostatic Environments.

Figure 9 shows frequency shifts from the zero-field frequency
with respect to the spatial position of a single positive +0.5 au
test charge scanned across the plane of the molecule (X,Y
plane). Shifts are computed using the electrostatic parameters
shown in Table 2. A +0.5 au test charge was selected to
represent the typical polar hydrogen atom in current MD force
fields. Along each contour, the frequency shift is uniform with
respect to the position of the charge in the plane. The blue
contours indicate a shift to lower frequency whereas red
contours are higher frequencies. As expected, a positive H atom
near OT from a H-bonded solvent molecule shifts the oscillator

by as much as −100 cm−1. It is important to consider that the
oxygen atom in O−H will compensate by contributing a
commensurate blue-shift, thus attenuating the overall shift to
approximately 17 cm−1 per HB. The sum of contributions from
all atoms gives rise to the final frequency shift extracted from
the map.
While the actual frequency shift depends on the 3-

dimensional coordinates of the atoms, this figureplotted
only for charges in the plane of the moleculeprovides some
insight into the behavior of the map and illustrates how the
map captures frequency shifts induced by polar solvent atoms.
Positive and negative regions are separated by single nodal line
approximately aligned with the C−OB bond; overall, this
representation of the map qualitatively resembles the contour
lines of a point dipole. The nodal line angle could be reflective
of the fact that the CO transition dipole lies at approximately
11.5° with respect to the CO bond in the plane of the
molecule as reported for methyl acetate, a similar ester
molecule.53 This frequency-shift distribution is very similar to
those seen in amide units using the maps of Skinner and
Zanni.42,54 It is worth noting that the plot shows a smooth
spatial dependence of the shift along these two coordinates and
only displays a single node. This suggests that the map does not
overfit the data, as such a case can introduce additional nodes in
the two-dimensional plot.
Figure 10 shows the average solvent charge distribution in

the ester plane. The plots are equivalent to 2D charge
histograms generated using the force-field charges and averaged
over the 10 ns trajectories. The charge distribution in nonpolar
solvents is relatively uniform and the distribution is similar
across non-hydrogen-bonding solvents. The plot shows
preference for positive charges surrounding the negative oxygen
atom in nonpolar solvents. In DMSO and acetonitrile, the plot
shows preferential orientation of negative charges near the CH3
groups, indicating weak electrostatic interactions that lead to
preferential solvent orientation at this position that are not as
pronounced in diethyl ether and tetrahydrofuran.
In the case of alcohols and D2O, a strong positive charge is

observed near the oxygen atom as a result of hydrogen
bonding. The broader negative area behind the first positive
shell corresponds to the O−H oxygen atom, which exhibits a
larger range of motion than the H atom. D2O, and to a small
extent methanol, also hydrogen bond to the bridging oxygen
atom, OB. The absence of hydrogen bonding at OB in ethanol

Figure 8. Frequency−frequency correlation functions of the CO
stretch in ethyl acetate generated using the electrostatic map described
in the text.

Figure 9. Frequency shifts resulting from a single +0.5 au positive test
charge scanned across the (x, y) plane of the molecule. The circles
indicate the van der Waals radii of the ethyl acetate atoms.
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and hexanol can be attributed to steric effects since the GAFF
force-field charges on the O−H hydrogen atoms are virtually
identical for D2O and the alcohol series, suggesting that the
electrostatic interactions should be similar. Analysis of the data
did not reveal any strong correlations between carbonyl
frequency and hydrogen bonding at this position, implying
that the CO stretching frequency is insensitive to the
electrostatic environment near OB.
3.4. Effect of Hydrogen Bond Switching on Dynamic

Line Shapes. Since individual hydrogen bond ensembles are
fit independently, the simulated line shapes could be artificially
narrowed due to exclusion of the large frequency jumps that
result from HB switching. To evaluate these effects, we
compared the line shapes calculated from full MD trajectories
to the sums of individual ensemble spectra weighted by their
respective HB populations. Figure 11 shows the comparison for
all four hydrogen-bonding solvents. The spectra are indis-
tinguishable in all three alcohols. We observe a < 1 cm−1 line
narrowing in D2O. The analysis thus demonstrates the validity
of this approach as a means to overcome sampling issues in
molecular dynamics simulations. A similar method was used by
Cho and co-workers to model HB exchange dynamics and 2D
IR spectra of N-methylacetamide in methanol.55,56 An

important challenge with this approach is related to MD
sampling: long MD trajectories must be carried out in order to
ensure proper sampling. In addition, it is unlikely that
simulations capture the correct HB switching kinetics (further
discussion is provided in the Supporting Information).

4. CONCLUSIONS AND OUTLOOK

We parametrized an ester carbonyl electrostatic map using IR
absorption spectra of ethyl acetate in different solvents to select
and optimize parameter combinations. The GAFF para-
metrization was used for compatibility with the widely used
Amber force field.49 Spectra simulated with the map are in
excellent agreement with experimental absorption spectra. The
general procedure developed here can be easily applied to a
variety of carbonyls and other vibrational probes.
Electrostatic maps are particularly useful for interpreting the

IR spectra of amide groups in proteins. We expect that this new
ester map will further extend the IR toolbox to carbonyl groups
in lipids and similar biological molecules. Ultrafast methods,
such as two-dimensional IR spectroscopy, can provide
additional experimental inputs including vibrational lifetimes
and hydrogen bond exchange rates. Such data will help further
refine the electrostatic maps and extend their utility for
exploring the dynamics of carbonyl molecules in diverse
molecular environments.
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Figure 10. Spatial maps indicating the average solvent atomic charges
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lines represent spectra calculated from the full MD trajectories.
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